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Abstract:  

Financial fraud is one of the most serious threats to the financial industry. Financial statements 

are basic documents that duplicate a company's economic situation. The fundamental foundations 

of a decision-making process for financing stakeholders include financial information users such 

as the general public, creditors, and so on. Financial fraud has severely harmed the long-term 

growth of financial markets and businesses. The number of financial reporting fraud instances 

continues to rise. Each incidence is a heavy blow to partners, banks, and financial experts, and it 

has a big impact on human growth. One of the most important concerns is detecting financial 

reporting fraud through the use of an active model. The goal of this research is to uncover frauds 

using various text-mining algorithms in order to protect the public's investments. This research 

will be beneficial to auditors and financial regulators. 

Keywords: Adaptive Crime, Deep Belief Network, Financial statements, Fraud Detection Model 

Text Mining. 

 

1. Introduction 
Technology is now profoundly ingrained in everyone's lives. 

Almost every action in contemporary life has developed 

tremendously with technology, from phone conversations to 

satellites sent into orbit (Patel et al. 2020). The expanding 

ability to produce and handle information has had a role in the 

advancement of technology. According to the National 

Security Agency of the United States, the Internet handles an 

average of 1826 petabytes a day (Hariri et al. 2019). With the 

increasing expansion of data and information transmitted 

through the Internet, it has become vital to control and 

facilitate the flow of the same (Gandhi et al. 2020). 

Text is a prevalent technique of transmitting info in the 

modern world. Text mining is a multidisciplinary area that 

covers linguistic processing, information retrieval, web 

mining, computational linguistics, data extraction, and data 

mining. Text mining was used to extract automatically 

organized information from formless and semi-structured 

articles. It has a great monetary worth. 

It is an advanced innovative approach for extracting and 

knowledge or non-trivial patterns from large collections of 

formless documents (Sumathy et al. 2013). Text files, flat 

files, and PDF files are examples of document file types. 

These files are collected from a variety of sources, including 

message boards, newsgroups, emails, online chat, SMS, and 

websites. 

Humans can readily solve the challenges and can recognize 

and apply linguistic patterns to text. However, spelling, 

contextual meaning, slang, and variances are difficult for 

machines to handle (Aggarwal et al. 2011). However, in order 

to understand unstructured data, we must have the linguistic 

skills as well as the computer capabilities to process text at 

rapid rates or in big numbers. Text mining assists the 

computer in performing unstructured data analytic tasks. 

Financial organizations place a high value on fraud detection. 

Financial fraud is a major commercial concern all over the 

world. Healthcare fraud, mortgage fraud, business fraud, 

safeties and commodities fraud, financial organization fraud, 

and other types of fraud are all examples of financial fraud. 

When fraud prevention fails, fraud detection steps in. Fraud 

may be unaware, resulting in a failure of fraud prevention. As 

a result, fraud detection must be utilized frequently (Mostafa. 

2013). 

When criminals learn about the use of a fraud detection 

method in a certain procedure, they frequently alter their 

location. Many thieves are unaware of this type of protection 

strategy, which makes fraud detection easier (Netzer et al. 

2012). 
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The use of early detection technologies is quite beneficial, yet 

it is tough to exchange ideas in fraud detection methods. The 

public description of the fraud detection technique is 

inadequate. Because thieves would have easy access to all 

information, it is critical to create more secure systems (Fuller 

et al. 2011). 

Traditional detection approaches are inefficient in terms of 

cost, security, time consumption, legality, and computing 

complexity. Some probable methods of crime include 

assurance claims, credit card businesses, tax reappearance 

claims, and cell phones. Because of lax security, these types 

of crimes cost governments and businesses more money 

(Othman et al. 2015). 

Fraud is often known as an adaptable crime. As a result, 

superior ways of intelligent data inquiry are required to 

prevent and identify it. They are providing suitable and 

successful solutions in numerous sectors of fraudulent crimes. 

These approaches are classified as data mining, text mining, 

machine learning, statistics, and knowledge discovery in 

databases (KDD) as a result of data analysis (Dong et al. 

2016).. 

Financial institutions and banks generate massive amounts of 

precise transaction data. Some of the most common uses of 

data mining include trend research, direct marketing, fraud 

detection, and risk evaluation of new consumers in banks. 

The financial area has the highest demand for forecasting. 

Commodity price forecasting and stock price forecasting can 

provide substantial profits (Fu et al. 2016). Neural network 

approaches are employed in prediction, options and bond 

trading, portfolio management, and acquisitions and mergers. 

A comprehensive understanding of the nature, consequences 

and fraudulent financial reporting activities need a competent 

explanation of financial statement fraud. 

The Association of Certified Fraud Examiners (ACFE) 

defines financial statement fraud as the deliberate 

misrepresentation or omission of important facts. When 

weighed against all of the available facts, that is deceiving; it 

would induce the reader to reconsider (Rawte & G. 2015). 

Financial statement fraud occurs when a company's 

executives provide fraudulent financial information. Audits of 

financial statements ensure that a company's financial reports 

are free of substantial misrepresentation and fraud. Financial 

statement fraud is commonly performed in this scheme (Dilla 

& Robyn. 2015). 

In a current hard economy, firms want to be prepared to 

combat fraudulent activity. A company administration defines 

reporting fraud as the alteration of financial statement data in 

order to achieve a false effect (Kanapickienė & Živilė. 2015). 

Financial statement fraud is a planned and criminal conduct 

committed by the top management of publicly listed 

company. There are three types of frauds: rationalization or 

attitude, opportunity, and pressure or motive. 

Every year, financial statement fraud damages the global 

economy millions of dollars due to the failure of several 

businesses (West & Maumita. 2016). It is a sort of 

management fraud that involves the manipulation of financial 

data. One of the key problems in many businesses is the 

prevention of financial statement fraud (Kim et al. 2016). 

Financial reporting fraud includes behaviors such as falsely 

reporting sales. Reporting money into the current year has 

largely fit in the prior year. Reporting a cost in the current 

year or capitalizing expenses in the following year that should 

be reported (Olszewski. 2016). 

Fraudulent observations are commonly used in the detection 

and identification of fraud. The observations are the 

consequence of human mistake or attempts to evade fraud 

prevention mechanisms. Fraud prevention is a method of 

preventing fraud from occurring in the first place (Albrecht 

et al. 2015). Feature selection and feature creation activities 

are carried out in an additional structured spreadsheet layout 

to describe the amorphous text documents based on these 

recovered and pre-processed documents. To identify the 

essential features, feature selection processes need a detailed 

study of all subdivisions of features (West et al. 2014). 

Text Mining techniques are merged after an appropriate 

collection of characteristics for the applications of the 

knowledge discovery process, Information Extraction, and 

Information Retrieval. Classification is commonly used to 

categorize each item in a batch of data into one of a specified 

set of classes (Lin et al. 2015). The classification method 

contracts with software that can organize data substances into 

groupings. In KDD, this technique is often referred to as the 

process of identifying motivating, inferred, and inventive data. 

Financial statement fraud is more severe in underdeveloped 

nations, and it is a big economic and social concern 

(McMahon et al. 2016). A corporation requires a stock 

exchange to release its financial statements such as revenue, 

statements of recollected profits, profit and loss account, and 

cash flow statements on an annual and quarterly basis. A 

company's true financial health may be replicated by 

analyzing its financial report. Shareholders in the firm may 

make informed decisions on funding (Wong & Sitalakshmi. 

2015). Money laundering and credit card fraud successes have 

gradually increased in recent years. It results in the loss of 

assets owned by individuals and/or businesses. Because of the 

profit from deception, they endanger the safety of a country 

that may turn to terrorism. Detecting and combating financial 

fraud is vital and required. Because of the complexity of 

trading systems and transactions, detecting fraud is a 

challenging task. Many fraud detection techniques rely on 

attribute-value data points derived from transaction data 

(Throckmorton et al. 2015). The majority of fraud detection 

research use data mining processes that are focused on 

structured information and use numerical methodologies. 

2. A REVIEW OF FRAUD 

DETECTION IN FINANCIAL 

STATEMENTS 
SA is one of the most prominent approaches in the area. It has 

a wide range of uses. Because this approach extracts the 

underlying views inside textual data, it is also known as 
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opinion mining (Akaichi et al. 2013). It is widely used in a 

variety of fields, including e-commerce platforms, blogs, 

online social media, and microblogs. The motivations for 

sentiment analysis may be separated into two categories: 

emotion recognition and polarity detection. The extraction of 

a collection of emotion labels is the emphasis of emotion 

detection, whereas polarity detection is more of a classifier-

oriented technique with discrete outputs (e.g., positive and 

negative) (Cambria 2016). 

Huang et al (2018) discussed financial fraud detection using 

inconsistency feature detection. This article describes the 

CoDetect invention for quickly performing fraud detection on 

highlight and chart-based similarity matrix. The invention 

demonstrates yet another approach for uncovering the concept 

of commercial exercises, ranging from fraud instances to 

doubting assets. Furthermore, the structure provides an 

increasingly interpretable technique to detect fraud on a sparse 

matrix. Exploratory results are tested on both simulated and 

real datasets, demonstrating that the proposed structure can 

successfully identify guarded features and fraud 

embellishments. 

Yao et al (2018) demonstrated hybrid data mining plan-based 

financial statement fraud detection. The fundamental goal of 

this project is to improve financial fraud detection by 

combining feature selection with machine learning 

classification. Re-enactment has clearly proved that irregular 

forest provides superior execution idea than other 

frameworks. XGBOOST outperforms the other two feature 

selection algorithms. Based on the research, two or five 

components are gradually appropriate in this examination. 

Yee et al (2018) presented credit card fraud detection using 

machine learning in the data mining process. Data mining 

algorithms were used to assess the patterns and aspects of 

suspicious and non-suspicious trades using anomalies and 

standardized data. Aside from that, machine learning 

techniques were used to predict non-suspicious and suspicious 

transactions using classifiers. The combination of data mining 

and machine learning technologies might distinguish genuine 

and non-genuine interactions by learning data patterns. 

Predefined data types are extracted from a written source 

using information extraction (IE). IE systems primarily seek 

to identify objects by extracting important information from 

fragments and then assembling all of the recovered parts into 

a framework. DiscoTEX (Discovery from Text EXtraction) is 

one of the fundamental strategies used after extraction to turn 

structured data into meaningful data in order to find 

information from it (Salloum et al. 2018). 

Named-entity recognition (NER) is used in fiancé to extract 

specific sorts of data from a page. Customers' transaction 

order papers may arrive through fax in banking, resulting in 

extremely varied documents due to the lack of a field template 

and necessitating effective feature extraction to get a 

structured document (Emekligil et al. 2016) 

Prakash et al (2018) introduced an ATM card fraud detection 

system based on machine learning techniques. This strategy 

reduces the number of false alarms and can exhibit accuracy 

in detecting fraudulent transactions. In terms of applicability, 

another method is machine learning. When this approach is 

integrated into a bank's ATM card fraud detection system, the 

likelihood of fraudulent transactions may be predicted. Anti-

fraud techniques can be implemented to protect banks from 

massive losses and to reduce risks. The inquiry was motivated 

by a few concerns in contrast to the fact that we had an 

alternate misclassification cost. 

Jan (2018) established an excellent financial statement fraud 

detection methodology for controllable progress of financial 

souks confirmation collected from Taiwan. This model puts 

the different data mining methodologies into action. In the 

primary step, an artificial neural network (ANN) and a 

support vector machine (SVM) approach are designed to 

screen out crucial elements. In the second step, four types of 

decision trees are generated for classification purposes, such 

as chi-square automatic interaction detector (CHAID), 

classification and regression tree (CART), rapid unbiased 

efficient statistical tree (QUEST), and C5.0. To create an 

extremely precise model, non-financial and financial elements 

are used to detect fake financial information. 

Othman (2021) state in her study that the Anti-fraud 

technology must be backed up by adequate skills, governance, 

and monitoring. Relying entirely on one-tool technology 

would leave it incapable of dealing with all types of fraud. 

The Deloitte Forensic Centre (2008) research, on the other 

hand, indicated that, despite tremendous effort and time spent 

on identifying fraud, the rate and quantity of fraud detections 

have been considerably reduced. According to Zhou and 

Kapoor (2011), using simple data mining approaches to 

identify financial statement fraud has a variety of downsides 

and limitations. 

There is a dilemma in that the more executives involved in 

financial crime are aware of the tools and techniques available 

for fraud detection, the more likely they are to change their 

fraud strategies and elude detection, particularly by currently 

available approaches (Zhou & Kapoor, 2011). New inventive 

strategies that are both efficient and successful in keeping up 

with these adaptive or even freshly developing financial 

frauds are desperately needed.  

Future research may look at detecting approaches that might 

steer the program in response to the unique conditions of a 

company. When utilizing only past financial statement data to 

detect fraud, a model may not offer the best prediction 

(Sharma and Panigrahi, 2012). Since a result, research may 

consider integrating an investigation of governance aspects, as 

it has been stated that flaws in corporate governance 

procedures have resulted in a wave of corporate financial 

scandals (Fich & Shivdasani, 2007). Exogenous 

characteristics, which include internal firm-specific elements 

as well as external ones relating to the economy, industry, and 

institutional environment, would also enable more accurate 

financial fraud prediction and detection. 

Macro et al (2018) developed financial fraud detection by 

considering human behavior. The fraud triangle theory is 

supported by this article, which proposes detecting fraud, a 
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hypothetical structure that allows to arrange and summarize a 

group of persons inside a financial institution who submit 

extortion. Misrepresentation detects method in the strategies 

for a continuous audit that will be reliable of social event data 

of professionals presented in user apparatus. According to 

semantic approaches, the data is linked by the clients behind 

the inquiry through the accumulation of expressions before 

being transmitted to a storehouse for subsequent examination. 

This investigation adds to the realm of cyber security by 

reducing cases of financial fraud. 

Kuldeep et al (2018)  predicted credit card fraud detection 

using lion's share voting and AdaBoost algorithms. In this 

article, the machine learning technology is used to detect 

credit card fraud. At first, the usual models are used. 

Following that, the hybrid techniques are linked, which 

include the majority voting and AdaBoost processes. To 

assess model adequacy, a freely available credit card data set 

is used. A real credit card data set obtained from the banking 

institution is investigated. Furthermore, noise is added to the 

data samples and is used to assess the toughness of the 

methods. The replication findings show that the dominating 

part voting framework distinguishes fraud situations with 

greater accuracy than others in the credit card market. 

Hajek and Roberto (2017) showed a mining corporation 

yearly report for the identification of financial wrongdoing in 

the relative study of machine learning structures. This 

evaluation acknowledges the improved fraud detection from 

financial data and business annual reports by generating the 

consolidated explicit attributes. This task must be completed 

with a low frequency of dangerous terms in yearly files that 

may reveal non-fraudulent firms. It is critical to use isolated 

data to identify fraudulent organizations from widely 

accessible financial announcements and estimates of sales and 

profitability. 

Stamatis et al (2017)  investigated anticipating bogus financial 

explanations using active learning techniques. This study 

compares the effectiveness of the AL hypothesis in detecting 

FFS issues to that of controlled learning strategies. In the 

related subject, the analog update of antifraud frameworks 

should be used to enable machine learning instruments. 

Because of their lack of authority, the objective is to collect 

reliable datasets that allocate the corresponding proportions of 

a corporation. It has gone with fraud activities; ways that take 

use of the presence of a few marked events in order to locate 

valuable designs from a pool of unlabeled data might be 

checked incredibly capable. 

Chen et al [30] demonstrated a large data-based deception 

detection plot for financial explanations of business meetings. 

This inquiry delves at the many aspects of money and 

economics. Furthermore, estimate big data to improve fraud 

detection conspire to exactly anticipate financial statement 

deception for commercial gatherings' financial reports. 

Furthermore, enhancing investment decision-making and 

reducing speculative risks and losses benefit creditors and 

investors. 

Dong et al (2017)  shown the major influence of social media 

for financial fraud disclosure in a text mining-based analysis. 

This evaluation is used in Internet-based life to harness a large 

amount of user-generated content for fraud detection. To 

identify amorphous internet-based living substances onto 

word weights, subjects, and emotion traits, a logical text 

structure is constructed. The majority of the web-based social 

networking highlights, moving on to the fraud, which includes 

the bogus and matched identical businesses. The average 

accuracy for 10-fold cross-validation is 81.43%. The plan is a 

major aftereffect of social media material for financial fraud 

disclosure. 

Gupta and Nasib (2012) demonstrated financial fraud 

detection using text mining. Fraud detection displays a set of 

financial announcements for both non-fraud and fraud 

organizations. In financial announcements, these two 

relationships are followed by pre-processing, which includes a 

lexical assessment of current material. Since then, a bag of 

words plot has been used to extract data concealed in the text, 

resulting in vector spaces for both non-fraudulent and 

fraudulent relationships. 

Kumar and Ravi (2016) conducted a review of text mining 

applications in the financial area. Their article provides a 

cutting-edge overview of text mining applications. The text 

concepts are divided into three categories: client relationship 

management (CRM), stock market, and FX rate forecast. 

Some concerns are emerging that are prevalent in optional and 

consumer advance features. This inquiry might be immensely 

beneficial to scholars in this sector; the same amount of 

outstanding issues are highlighted. 

Zaki and Babis (2013) suggested an investigating financial 

fraud cases-based text mining framework based on phonetics. 

This concept strengthens market observing surveillance 

frameworks in various financial settings to allow reprocessing 

of these learning assets, grasp and communicate financial 

fraud logic activities, and update understanding of financial 

fraud procedures. A semantic-based text mining approach is 

constructed from the SEC procedure to acquire data and 

understand the many market manipulation assortments. It aids 

in the assessment of fraud during the examination time. 

Glancy and Yadav (2011) demonstrated an effective approach 

for detecting financial statement fraud. CFDM (computational 

fraud detection model) employs a quantitative approach on 

textual data. It contains a few strategies for fraud detection 

that use all of the data present in textual data in general. 

Existing work reveals setup for perceiving dishonesty in low 

and high computer-mediated communication (CMC). CFDM 

provides a systematic technique that is applicable to robotics. 

Impersonation irritated from 10-K filings based on 

administration negotiations and inquiry It might distinguish 

deceptive files from non-fraudulent schemes. When 

misleading is distrusted, CFDM acts as a selection device. 

Reproduction was attempted on the MD&A (Management's 

Discussion and Analysis) from 10-K files, and it was shown 

to be capable of distinguishing fraudulent submissions from 
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non-fraudulent schemes. When deception is suspected, CFDM 

can be useful as a screening method. 

3. Problem Statement 
On the ground, many data mining methodologies have been 

used to give decision assistance to stakeholders. Financial 

statement fraud is a difficult subject for the government and 

community regulators. Public firms falsify financial statistics 

not just to cause severe financial losses to all investors, but 

also to demotivate the financial market. The typical auditing 

rehearses that may mostly focus on factual examination 

during the general auditing. Most financial fraud detection 

efforts in financial statements focus solely on numerical data. 

Because of purposeful concealment and accounting 

shenanigans, counterfeit financial data could hardly be 

distinguished from real data. The usual lack of field for 

financial fraud statement can be difficult to detect due to the 

rarity with which it occurs and the fact that it is often 

committed by skilled persons inside the business who are 

prepared to sell their deception. 

4. Methodology: A Text Mining 

Approach 
Most businesses publish financial statement records that show 

all of their debts, earnings, costs, and revenue. It may also 

include some remarks from management depending on 

business performance. Predictable issues may develop in the 

future. The various financial statements give a graphical 

overview of each firm's situation as acquired from the 

company. The successful company's stock prices are 

represented by numerous financial documents, from which 

they determine whether it is eligible for loans or not. 

In this research, we propose detecting financial statement 

fraud using effective feature selection and classification 

techniques. This approach is divided into four stages: Pre-

processing, sampling, feature selection, clustering, and 

classification are the four steps. 

Data correlation analysis and data cleaning, which cleans the 

noisy data, are conducted during the pre-processing phase. 

This process also includes data transformation, integration, 

and reduction. The sample technique is described below, and 

it involves evaluating a dataset with varied ratios for 

verification using a hybrid sampling approach. Feature 

selection is a powerful tool for tackling difficulties in data 

mining and machine learning technologies. There are three 

types of feature selection techniques available: filter method, 

wrapper method, and embedding method. The wrapper system 

evaluates the chosen characteristics using an analytical 

presentation of a predetermined learning approach. The 

filtering system used to evaluate the relevance of attributes is 

reliant on the particular qualities of the data, and it is 

independent of any learning methods. An embedded method 

is used with model learning to embed feature selection, and it 

is a mutual strategy between the wrapper and filter methods. 

A feature selection technique has been completed utilizing a 

filter-based learning scheme. A filter is a means of removing 

low-scoring characteristics based on the score provided by the 

assessment condition. The likelihood of over-fitting is 

relatively low, which is advantageous for large-scale data. 

Assess the significance of attributes using trustworthy data 

features that are independent of learning techniques. 

 
Figure.1: Financial fraud detection Approach 

After a feature selection procedure, the clustering process uses 

enhanced K-means, and the output is utilized as the 

classification process's training and validation set (Fig.1). 

Within the deep belief network, the optimization procedure 

minimizes the goal function (Error Rate). As a result, 

improved deep learning can improve the accuracy of fraud 

detection. 

Financial statement fraud detection may be evaluated using 

datasets such as COMPUSTAT, PagSeguro, the Athens stock 

exchange, and 1610 firm-year samples from publicly traded 

businesses in the United States, as well as any new datasets 

that become accessible in the near future. These datasets may 

be used for 70% training and 30% testing. 

The suggested method's performance may be evaluated using 

statistical metrics such as recall, sensitivity, F-measure, 

specificity, and classification accuracy. The results of the 

simulation will be examined and compared to the previous 

categorization approach. 

5. Conclusion 
To improve accuracy, the categorization procedure employs 

an improved deep belief network (DBN). Furthermore, it 

leads to a cheaper computational cost. A DBN typically has 

three layers of RBMs (Restricted Boltzmann Machines), with 

the first layer serving as the visible layer and the second 

serving as the concealed layer. The last RBM's hidden layer 

uses the output of the DBN as the visible layer, which is 

treated as a single unit. The following approaches are used in 

the categorization procedures listed above: 

1. To examine several cutting-edge strategies for 

detecting financial fraud. 

2. To resolve the disputes between the various 

financial statement frauds. 

3. Examine several unsupervised learning techniques 

for financial statement grouping. 

4. Improve financial statement fraud classification 

accuracy by extracting many optimum features 

through the feature selection procedure. 
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The suggested method's performance may be evaluated using 

statistical metrics such as recall, sensitivity, F-measure, 

specificity, and classification accuracy. The simulation results 

may be analyzed and compared to previous categorization 

algorithms. 
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