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1. Introduction  
At present, with the rapid development of science and technology, 

the requirements for manufacturing industry are also gradually 

improving. The quality requirements for products are an important 

standard for China's manufacturing industry to meet and catch up 

with the world. Measurement is one of the important ways to test 

product quality. The measurement system is a collection of 

instruments or measuring tools, standards, operations, methods, 

fixtures, software, personnel, environment, and assumptions used 

to quantitatively measure or qualitatively evaluate the 

characteristics under test [1]. The measurement system is divided 

into counting type measurement system and measurement type 

measurement system. 

The measurement system can be divided into unitary measurement 

system and multivariate measurement system by distinguishing the 

evaluation objects. Compared with multivariate measurement 

system, the research on unitary measurement system has been 

relatively mature, and many scholars have deeply studied the 

repeatability and reproducibility methods. Scholars' research on 

multivariate measurement system analysis mainly focuses on 

dimensionality reduction. Wang and Yang [2] used Principal 

Component Analysis to decompose multiple related variables into 

a single variable for analysis and comparison. He [3] et al. proposed 

an online multivariate measurement system capability evaluation 

method for a multi-site parallel measurement system on a 

production line so that there would be no interruption before 

identifying the faulty instrument in the production process. The 

improved Principal Component Analysis (PCA) method was used 

to convert the high-dimensional measurement data into 

multivariate measurement data with independent principal 

components. It provides a certain supplement for the PCA method 

in the multi-system complex environment. Peruchi et al. [4] believe 

that the Principal Component Analysis method should consider the 

proportion of each principal component when multiple principal 

components coexist. On this basis, the Weighted Principal 

Components is proposed. Another part of scholars applied 

dimension enhancement method to expand one-dimensional 

variables to multi-dimension for comparison, for example, 

MANOVA was applied to multiple variables [5]. Shi Liangxing [6] 

et al. implemented a case study of multivariate analysis of variance 

in chip specifications and its vision measurement system. 

Projection pursuit method is a statistical method to deal with high-

dimensional complex problems of multivariate variables. Its basic 

idea is to project high-dimensional data to low-dimensional space 

(1-3 dimensions), and study the characteristics of high-dimensional 

data by fitting the structure of low-dimensional projection direction 
[7]. With the help of iterative operation of intelligent group decision 

algorithm, Wu (2013) et al. [8] extracted the projection length of 

each dimension from the measurement data matrix, fitted the unary 

 

 

 

 
 

 

 

 

 

Article History 
Received: 09/11/2022 

Accepted: 03/12/2022 

Published: 05/12/2022 

Corresponding author: 

Huanhuan Xu 

Abstract 

Measurement system analysis is an important content of statistical quality improvement. In multivariate 

measurement system analysis, most researchers ignore the impact of variation caused by environmental 

factors on the whole measurement system. However, in the actual production process, environmental 

factors are not constant, and some changes always occur.  In this paper, Kernel Principal Component 

Analysis(KPCA) based multivariate measurement system analysis, combined with dimensional analysis of 

nonlinear environmental factor data to raise dimension first and then reduce dimension, multivariate 

variables reduced to one or two variables, using variance analysis to evaluate the capacity of the 

measurement system.  Finally, this paper uses the data of a food manufacturing company in the production 

of milk tea companion solid beverage to evaluate the capability of the multivariate measurement system 

and verify the effectiveness of the method. 
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new projection data matrix from the multivariate data matrix, and 

evaluated the capability state of the measurement system with 

unary ANOVA. 

To sum up, for the study of multi-measurement system, most 

scholars have focused on analysing the measuring equipment, 

measuring technology and measuring procedure of the measuring 

system in the analysis of the measuring equipment, measuring 

technology and measuring procedure of the measuring system, and 

the analysis of the variation of the environmental factors of the 

whole measurement system is analysed, which is the focus of this 

paper.  

The aim of this study is to analyse and improve the multivariate 

measurement system with the participation of environmental 

factors. Environmental factors are a nonlinear multivariate, using 

Kernel Principal Component Analysis to data dimension reduction 

processing, using Kernel Principal Component Analysis and 

dimensional unified concept, with environmental factors cause 

variation of multivariate measurement system is analysed, and 

through a case study using this method and traditional method were 

analysed. 

2. The basis of multivariate measurement 

system analysis model based on KPCA 

method 
2.1. Kernel Principal Component Analysis principle 

In the real world, not all data are linearly separable, and many data 

are nonlinear data, such as arrays, generalized tables, bifurcated 

trees and graph data, etc., which cannot be directly analysed by 

linear classification. However, these data can be mapped in the 

data space of higher latitude by the method of projection, and the 

sample data can still maintain the opposition of data in the high-

dimensional space so that these data can be linearly distinguished 

in the high-dimensional space. This data processing method has 

been proved by researchers. As shown in Figure 2.1, the difference 

between linear data and nonlinear data lies in whether the data can 

be segmented in a linear way.  

 
Figure 2.1 Comparison of linear data and nonlinear data 

Principal Component Analysis is a traditional method to map to 

higher dimensional space. This method can only deal with linear 

data, but it cannot be used for nonlinear data sets. Therefore, in 

order to make up for the lack of Principal Component Analysis in 

dealing with nonlinear data sets, researchers proposed kernel PCA, 

which can project and classify nonlinear data in high-dimensional 

space, and deal with nonlinear data sets well. 

Kernel Principal Component Analysis (KPCA) is the shortcoming 

of principal component analysis (PCA) which cannot deal with 

nonlinear data. KPCA maps the nonlinear data to the feature space 

of higher dimension in a nonlinear way and then projects the 

feature space to the lower space where the principal components 

are located. The data in this dimension space will become linearly 

separable and uncorrelated. The basic principles of Kernel 

Principal Component Analysis (KPCA) are as follows: 

Suppose that a certain data set is collected under normal working 

conditions, which belongs to the whole sample space, the data set

1 , 1, ,n

jx R j M  K , where M represents the size of the 

number of samples in the data set, and N is the number of 

variables. 

The nonlinearity is mapped to

 : M f

j j jx R x R      .  

The variance matrix in the higher dimensional space is: 

                       
1

1 M T

j jj
C x x

M
 


            （2.1） 

Where  jx  is the jth sample with mean 0 and variance 1 in the 

high-dimensional space, the solution formula for its eigenvalues 

and eigenvectors is: 

                         k k kC                  （2.2） 

Where k R   and 
1 M

k R   are the kth eigenvalue and 

eigenvector respectively, the eigenspace existence coefficient has 

the following form: 

                    
1

M i

k k ii
x  


                      （2.3） 

Among them, A is , 1, ,i

k R i M   K . However, it is very 

difficult to solve the product of two vectors in high-dimensional 

space. In most cases, it cannot be solved directly as in low 

dimensional space. Therefore, the Gram matrix M MK R   

needs to be constructed. The formula is as follows: 

        , , , , 1,2,...,i j i jij
K x x k x x i j M            

（2.4） 

Because of this important feature change, the vector inner product 

of the feature space is obtained by introducing kernel function 

     , ,k x y x x      into the input feature. By solving 

the eigenvalues and eigenvectors of matrix K, the eigenvectors and 

eigenvalues of high-dimensional spatial data can be obtained. 

Kernel Principal Component Analysis (KPCA) still needs to divide 

principal component space and residual space and construct 

corresponding statistics to realize data processing. Assuming that 

the number of pivot entries is l , the pivot vector and residual 

vector after partition are respectively: 
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             （2.5） 

After space partition, the calculation formula of principal 

component and residual score is 

         
   

 

1

2

~

T T

f

T

f

t p x p k x

t p x






  


 

           （2.6） 

Where, the calculation method of 
 k x

 is 

            1 2, , , , , ,
T

nk x k x x k x x k x x       （2.7） 

2.2. Dimensional  

Dimension refers to the basic properties of a physical quantity. The 

study of physics can quantitatively describe all kinds of physical 

phenomena. There is a close relationship between all kinds of 

physical quantities used in the description, that is, there is a 

definite functional relationship between them. In order to 

accurately describe these relations, physical quantities can be 

divided into fundamental quantities and derived quantities. 

Fundamental quantities are physical quantities with independent 

dimensions, and derived quantities refer to physical quantities 

whose dimensions can be expressed as a combination of 

fundamental quantities and dimensions. All the derived quantities 

can be derived from the basic quantities, thus establishing the 

functional relationship between the whole physical quantities. This 

functional relationship is often referred to as the system of 

quantities. 

Dimensional analysis, also known as dimensional analysis, is a 

mathematical analysis method. Through dimensional analysis, the 

relationship between variables can be correctly analysed, and the 

test and results can be simplified. Therefore, dimensional analysis 

is a powerful tool for us to analyse fluid motion. Dimensional 

analysis is an important research method in natural science, which 

analyses and judges the general law of the quantitative relationship 

between things according to the form that all quantities must have. 

Dimensional analysis can be used to check whether the equations 

reflecting the laws of physical phenomena are correct in terms of 

measurement, and even provide clues to find some laws of physical 

phenomena. 

The existence of relations between physical quantities shows that 

their structure must consist of a number of uniform basic 

components and that the quantities differ according to their 

abundance, just as all things are composed of only a hundred 

chemical elements. In the SI system of units, there are seven basic 

dimensions, which are length, mass, time, current, thermodynamic 

temperature, amount of matter, and luminescence intensity, and the 

remaining dimensions can be derived from two or more basic 

dimensions. 

The basic principle of dimensional analysis is the Theorem of  , 

that is, all complete relations can be dimensionless. The derivation 

process is as follows: 

Suppose the following relationship exists between the relevant 

parameters 1, ,..., ,...,k nx x x x  of a physical phenomenon: 

                          1, ,..., ,..., 0k nf x x x x                   （2.8） 

If k parameters 1 2, ,..., kx x x  out of N parameters in Equation 2.8 

above are dimensionally independent, the above equation 2.8 can 

be converted to: 

                         1 21,1,...,1, , ,..., n kf x x x x           （2.9） 

Where 1 2, ,..., n kx x x   is dimensionless parameter composed of 

k dimensionally independent parameters in 1 2, ,..., nx x x . 

Dimensional independence means that the dimensional form of any 

one of the quantities cannot be formed by the power products of 

the dimensional forms of the remaining quantities. 

These two formulas are both descriptions of a physical system, one 

is from the perspective of physical variables, the other is from the 

perspective of dimensionless variables, the meaning of this 

transformation is actually to play a role in reducing dimension. 

3. Multivariate measurement system 

analysis of improved KPCA method  

3.1.  Construction of analysis model of improved KPCA 

method measurement system  

Most current dimension reduction type multiple measurement 

system analysis method will default to the measuring system 

environment is the same, that is to say, regardless of environmental 

factors, but the environment is always part of the change in the 

process of manufacturing production, some products are greatly 

influenced by environmental change cannot be ignored 

environmental changes caused by the variation. The multivariate 

measurement model of complex products is shown in Figure 3.1.  
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FIG. 3.1 Multivariate measurement model 

In the analysis of multivariate measurement system, the main 

factors considered by most researchers are multivariate quality 

characteristics, parameters to be measured, and measurement 

personnel. In this paper, environmental factors are added. In this 

paper, the Kernel Principal Component Analysis (KPCA) is used to 

process the data, and the nonlinear environmental data is firstly 

increased and then reduced so that the nonlinear data can be better 

processed. KPCA algorithm uses statistics and SPE statistics to 

calculate the principal space and residual space. Formula follows： 

   2 1T TT t t k x Dk x                  （3.1） 

  
2p TD p                         （3.2） 

Similar to principal component analysis (PCA), the SPE statistic of 

KPCA is calculated as follows： 

     
~ ~

= ,
T

TSPE t t k x x k x Ck x               （3.3） 

In the calculation of KPCA algorithm statistical threshold, the 

confidence level is generally set as 99%, and the calculation 

formula of SPE statistical threshold is shown in Equation 3.4, 

Including
2/ 2 , 2 /g b a h a b  . The calculation formula of 

the threshold of statistic 
2T  is shown in Equation 3.5. Where 

 ,F l n l   is the fractional site of F  distribution with l  and 

n l  degrees of freedom 

 
2

lim ~ hSPE g                         （3.4） 

   
  

 
 2

lim

1 1
,

l n n
T F l n l

n n l


 
 


             （3.5） 

The multivariate measurement system can be approximated as a 

univariate measurement system after dimensionality reduction by 

KPCA method, so the analysis of variance can be used to analyse 

the measurement system. The general ANOVA model is 

     M Q G                          （3.6） 

Among them, M is the measurement value of randomly selected 

components in the manufacturing process, Q is the unknown true 

value of the sample under test, and G is the measurement error of 

the measurement system, where Q and G are normal random 

variables. On this basis, a two-way analysis of variance model with 

interaction effect was adopted. Its linear statistical model is: 

   ijk i j ijkij
M P O PO E                  （3.7） 

Among the rest 1,2,..., ; 1,2,..., ; 1,2,...,i p j o k r   ; 

iP  represents the measurement variation fluctuation caused by the 

ith component to be tested; jO  represents the measurement 

variation fluctuation caused by the jth operator; ijkE  represents 

the random variation generated when the same operator performs 

the measurement operation on the same part to be tested;  
ij

PO  

represents the interaction between the component under test and 

the operator,   is constant in the expression. 

Anova table for typical measurement system analysis: 

Table 3.1 Variance Analysis Table 

Wave source Sum of squares Degree of 

freedom 

Mean 

square 

Expected mean square 
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Parts(p) 
pSS  pn  

2

PMS  
2 2 2

P E PO Pr op       

Handlers(o) 
oSS  on  2

OMS  
2 2 2

O E PO Or pr       

Interaction（

op ） 
poSS  pon  

2

POMS  
2 2

PO E POr     

Error term(E) 
ESS  En  2

EMS  
2

E E   

３.2. Evaluation of analytical ability of multivariate measurement system with improved KPCA method 

The acceptability of the measuring system refers to the degree that the measuring system meets the demand of production accuracy. The 

acceptability of measurement system is higher when the degree of change is smaller. Repeatability, percentage of reproducibility (%R&R) and 

signal-to-noise ratio (SNR) are the main quantitative indicators reflecting the acceptability of a measurement system in the field of multivariate 

measurement system analysis and research. 

Repeatability refers to the same operator using the same measuring equipment for the same measuring part. The characteristic of the error 

between results carried out many times in a short time interval is that it is manifested under repeatability conditions 

Random error in continuous measurement. Reproducibility is the variation among evaluators, which refers to the error reproducibility of the 

average value of the same measurement object measured by different evaluators using the same measuring equipment. Combined measurements 

with repeatability and reproducibility are combined estimates. The calculation rule is the ratio of the standard deviation of the measurement error 

to the standard deviation of the measured value, and the calculation formula is as follows: 

   % & 100%E

M

R R




 
  
 

              （3.8） 

Specific evaluation criteria are shown in Table 3.2: 

To measure the capability of a measurement system, you can also evaluate the exponential signal-to-noise ratio (SNR). It is expressed as the 

ratio of its standard deviation to the correlation linear function of the measurement, that is, the standard deviation of the error 

    2 T

E

SNR




 
  

 
                 （3.9） 

Table 3.2 Criteria for the percentage of repeatability and reproducibility 

The value of %R&R  Corresponding judging criteria 

0 % & 10%R R   
The measuring system is sufficiently capable and the measuring 

system is good 

10% % & 30%R R   
The ability of the measuring system is good, which should be 

judged according to the comprehensive factors 

% & 30%R R   
Measurement system capacity is insufficient, measurement 

system needs to be improved 

Specific evaluation criteria are shown in Table 3.3. 

Table 3.3 Signal-to-noise ratio evaluation criteria 

The value of SNR  Corresponding judging criteria 

5SNR   
The measuring system is sufficiently capable and the measuring 

system is good 

2 5SNR   
The ability of the measuring system is good, which should be 

judged according to the comprehensive factors 

2SNR   
Measurement system capacity is insufficient, measurement 

system needs to be improved 
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4. Case Study  
4.1. Basic parameters and measurement sample data 

The data used in this paper are the measurement data of a food manufacturing company in the production of milk tea companion solid drink. The 

main experimental equipment of the measuring system is Mettler's moisture measuring instrument, model XY100MW, measuring range 0~110g, 

the sensor is strain type sensor, the diameter of the scale pan is 90mm, and the readability is 1mg. The operating temperature range is from 5℃ 

to 35℃, the heating mode is halogen lamp, and the temperature sensor is PT-100-2. The temperature azimuth is 40℃~199℃, the temperature 

interval is 1℃, the moisture measurement range is 0.00%~100.00%, and the moisture readability accuracy is 0.01%. 

There are three kinds of quality characteristics in this measurement system :(1) the moisture content of the product 1x , the upper and lower 

limits are set as (0,4.0); (2) Density 2x , the upper and lower limits are set as (0.40,0.45); (3) solubility 3x , which is basically set as the 

dissolution rate of 10 grams of product in water (s, s), and the upper and lower limits are set as (0,20). Since the product is a solid beverage, the 

impact of environmental factors such as temperature and humidity on the measurement system error should be considered in the measurement. 

In the analysis experiment of the whole multivariate measurement system, three surveyors were used to measure 10 samples for three times 

under five groups of different temperatures and humidity, namely 10, 3, 3P O R   . In the analysis experiment of the whole 

measurement system, some measurement data are shown in Table 4.1. 

Table 4.1 Sample measurement data 

Number of levels 
Part 

Number 

Water /% Density g/ml Rapid lysis /s Temperature /℃ 
Humidity 

/%rh 

x1 x2 x3 T Q 

1 A1 

1 

3.36 0.45 20 

28 72 

2 B1 3.35 0.44 19 

3 C1 3.32 0.45 19 

4 A2 3.34 0.43 20 

5 B2 3.35 0.45 19 

6 C2 3.36 0.44 19 

7 A3 3.37 0.45 17 

8 B3 3.33 0.43 19 

9 C3 3.34 0.43 18 

10 A1 

1 

3.31 0.41 19 

32 67 

11 B1 3.32 0.40 19 

12 C1 3.31 0.42 18 

13 A2 3.33 0.40 17 

14 B2 3.31 0.39 18 

15 C2 3.33 0.41 16 

16 A3 3.34 0.42 18 

17 B3 3.32 0.42 18 

18 C3 3.31 0.40 17 

19 A1 

1 

3.10 0.40 18 

34 61 

20 B1 3.19 0.41 17 

21 C1 3.12 0.39 18 

22 A2 3.11 0.41 17 

23 B2 3.13 0.40 18 

24 C2 3.18 0.38 17 

25 A3 3.19 0.41 17 

26 B3 3.10 0.39 18 

27 C3 3.18 0.40 17 

28 A1 

1 

2.90 0.42 18 

35 59 29 B1 2.99 0.42 17 

30 C1 2.92 0.42 18 
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31 A2 2.91 0.44 16 

32 B2 2.93 0.42 18 

33 C2 2.98 0.42 17 

34 A3 2.99 0.44 18 

35 B3 2.90 0.44 18 

36 C3 2.98 0.43 17 

37 A1 

1 

2.80 0.42 16 

36 54 

38 B1 2.79 0.42 17 

39 C1 2.82 0.42 15 

40 A2 2.81 0.44 16 

41 B2 2.83 0.42 17 

42 C2 2.78 0.42 16 

43 A3 2.79 0.44 17 

44 B3 2.80 0.44 16 

45 C3 2.78 0.43 17 

4.2 Result analysis 

4.2.1 Results of this model experiment  

(1) Firstly, kernel principal component analysis was used to reduce the dimensionality of the data. There were 3*3*10*5=450 groups of data in 

the sample data. Due to the large amount of data, this paper used MATLAB to write programs to solve the Kernel Principal Component Analysis 

(KPCA). The program is shown in Figure 4.1. 

The principal component space and residual space of the sample data set are calculated by MATLAB program. The statistics of principal 

component space and residual space and SPE statistics are calculated by using Equations 3.1 and 3.3. The distribution value is set to 99% at the 

confidence level, so as to get the contribution rate. The contribution rate of moisture X1, density X2, solubility, temperature T, and humidity Q 

was 67.31%, 73.26%, 57.49%, 38.64%, and 42.16%, respectively. The contribution rates of temperature and humidity are both lower than 50%, 

so the dimension reduction can be processed into the other three features. The multiple quality characteristics of the product have been reduced 

from five dimensions to three, and the data volume has been reduced to 90 sets of data. 

(2) The newly obtained 90 groups of data were re-projected and assigned, and ANOVA analysis was conducted on these data as shown in Table 

4.2 to calculate the capability evaluation index of the multivariate measurement system. 

% & 100% 24.13%E

M

R R




 
   
 

             （4.1） 

2 5.13T

E

SNR




 
  

 
                      （4.2） 

From the two indexes, it can be concluded that the repeatability, reproducibility, and signal-to-noise ratio indicate that the measurement system 

is acceptable and the measurement system has good capability. 

Table 4.2 ANOVA analysis Table 

Wave source Sum of squares Degree of freedom Mean square 

Parts(p) 1.093311 9 0.121479 

Handlers(o) 0.002446 2 0.001223 

Interaction（

op ） 
0.002934 18 0.000163 

Error term(E) 0.072120 60 0.001202 
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Figure 4.1 Kernel Principal Component Analysis algorithm program 

4.2.2 Results of traditional methods  

In this paper, the Principal Component Analysis method (PCA) was used for secondary analysis of the sample data. Since PCA could not 

analyze nonlinear data, it did not consider the influence of environmental factors such as temperature and humidity on the whole measuring 

system. Therefore, 90 groups of data at 28℃ and 72% RH were taken as samples. 

The basic steps of PCA are as follows: 

(1) Centralize all samples; 

(2) Calculate the sample covariance matrix; 

(3) Eigenvalue decomposition of covariance matrix; 

(4) Take out the eigenvector corresponding to each eigenvalue of the largest N; 

(5) Standardize the eigenvectors to get the eigenvector matrix; 

(6) Transform each sample in the sample set; 

(7) Get the output matrix. 

After dimensionality reduction by PCA method, a new sample dataset is obtained, and then ANOVA analysis is carried out on the sample 

dataset as shown in Table 4.3 to calculate the capability evaluation index of the multivariate measurement system. 

Table 4.3 PCA ANOVA analysis table 

Wave source Sum of squares Degree of freedom Mean square 

Parts(p) 1.084312 9 0.120479 

Handlers(o) 0.003513 2 0.001757 

Interaction（ op ） 0.003142 18 0.000175 

Error term(E) 0.083071 60 0.0013852 

% & 100% 26.03%E

M

R R




 
   
 

             （4.3） 

2 4.72T

E

SNR




 
  

 
                      （4.4） 

4.2.3.Comparison and analysis of results  

As can be seen from the above, the repeatability and reproducibility data in the evaluation indexes of the improved KPCA method used in this 

paper indicate that the measurement system is acceptable, and the measurement system capability should be determined according to 

comprehensive factors. SNR indicates that the measurement system is acceptable and the measurement system has good capability. The 

repeatability and reproducibility data and signal-to-noise ratio (SNR) in the evaluation index of multivariate measurement system of PCA 

method are all acceptable, and the measurement system capability should be determined according to the comprehensive factors. 

Table 4.4 contrastive analysis 

 PCA method 
Improved KPCA 

method 
Rising yields Relative increase 

% &R R  26.03% 19.24% -6.79% -26.09% 

SNR  4.72 5.13 0.41 8.69% 
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It can be seen from Table 4.4 that in the evaluation index of multivariate measurement system, the improved kernel principal component analysis 

method used in this paper reduces the repeatability and reproducibility of measuring tools by 6.79% and 26.09% relative to the traditional 

principal component analysis method, but both of them are within the range of 10%~30%. This still means that the capability of the 

measurement system should be determined according to comprehensive factors, as shown in Figure 4.2. The signal-to-noise ratio (SNR) was 

increased by 0.41, with a relative increase of 8.69%. The principal component analysis method indicated that the capability of the measurement 

system should be determined according to comprehensive factors, while the improved kernel principal component analysis method used in this 

paper indicated that the capability of the measurement system was good, as shown in Figure 4.3. The analysis results show that compared with 

the traditional principal component analysis method, the improved kernel principal component analysis method adopted in this paper decreases 

the repeatability and reproducibility of measuring tools, and increases the signal-to-noise ratio, which indicates that the improved kernel 

principal component analysis method has a good analysis effect on the multivariate measurement system involving environmental factors.  

 

FIG. 4.2 Bar chart comparing repeatability and reproducibility 

 
FIG. 4.3 Bar chart of signal-to-noise ratio comparative analysis 

5. Conclusion 
This paper studies the capability evaluation of the multivariate 

quality characteristics measurement system with the participation 

of environmental factors and uses the kernel principal component 

analysis and dimensional analysis to achieve the practical 

application of the capability evaluation. Finally, through the 

measurement data of the food manufacturing company in the 

production of milk tea companion solid beverage, the multivariate 

measurement system is analysed and applied. To demonstrate and 

test the effectiveness of the multivariate measurement system 

analysis ability evaluation method based on KPCA method. From 

this article, the research process and case application of research 

results, the kernel principal component analysis (KPCA) with the 

environmental factors involved in multiple measurement system 

evaluation has great advantages, through the KPCA method to 

nonlinear mapped to high-dimensional space environment data 

dimension reduction processing again, will be reduced to less 

variable, multiple variables to measure ability evaluation. 
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This article USES the improved KPCA method considering the 

environmental factors in the multivariate measurement system for 

temperature and humidity, but environmental factors not only two 

variables, temperature, and humidity, there are other variables 

involved in the whole measurement system, this paper did not 

discuss other environment variables influence on the whole 

measurement system analysis, it is of this article is insufficient, 

will be improved in the future. 

Acknowledgment 
The authors gratefully acknowledge the support of Liaoning 

Province Education Department Project (Grant NO. J2020049). 

The authors would like to thank the editor and reviewers for their 

constructive suggestions of the paper. 

References 
1. Jellinger Kurt A. Late-onset MSA differs from younger-

onset MSA. [J]. Journal of neurology, neurosurgery, and 

psychiatry,2022.  

2. Wang FuKwun, Yang ChihWen. APPLYING 

PRINCIPAL COMPONENT ANALYSIS TO A GR&R 

STUDY[J]. Journal of the Chinese Institute of Industrial 

Engineers,2007,24(2). 

3. He S G, Wang G A, Cook D F. Multivariate 

measurement system analysis in multisite testing: An 

online technique using principal component 

analysis[J].201, 38(12):14602-14608. 

4. Rogério Santana Peruchi,Pedro Paulo 

Balestrassi,Anderson Paulo de Paiva,João Roberto 

Ferreira,Michele de Santana Carmelossi. A new 

multivariate gage R&R method for correlated 

characteristics[J]. International Journal of Production 

Economics,2013,144(1).  

5. Majeske, Karl D. Approval Criteria for Multivariate 

Measurement Systems[J]. Journal of Quality 

Technology,2008,40(2).  

6. Latin square design for chip length machine vision 

measurement system analysis[J]. Liang xing Shi, Haijia 

Ren, Jianrong Wang, Zhen He.  Quality Engineering. 

2016(4)  

7. Friedman  J  H,  Tukey  J  W.  A  projection pursuit 

algorithm for exploratory data analysis[J].  IEEE 

Transactions On Computers, 1974, 100(9):881-890.  

8. Wu X, Shi L, He Z. Multivariate Measurement System 

Analysis Based on Projection Pursuit Method: The  19th  

International  Conference on  Industrial  Engineering and  

Engineering  Management,  F, 2013[C].  

9. Jellinger Kurt A. Late-onset MSA differs from younger-

onset MSA.[J]. Journal of neurology, neurosurgery, and 

psychiatry,2022. 

10. Lu* Xinmiao,Wang Jiaxu,Wu Qiong,Wei Yuhan,Su 

Yanwen. A Novel Feature Extraction Method for Soft 

Faults in Nonlinear Analog Circuits Based on LMD-

GFD and KPCA[J]. School of Measurement-Control 

Technology and Communications Engineering, Harbin 

University of Science and Technology, Harbin 150080, 

China; School of Measurement-Control Technology and 

Communications Engineering, Harbin University of 

Science and Technology, Harbin 150080, China; 

Heilongjiang Network Space Research Center, Harbin 

150090, China; School of Measurement-Control 

Technology and Communications Engineering, Harbin 

University of Science and Technology, Harbin 150080, 

China; School of Measurement-Control Technology and 

Communications Engineering, Harbin University of 

Science and Technology, Harbin 150080, 

China,2021,28(6). 

11. Li Zhenbao,Jiang Wanlu,Zhang Sheng,Xue Decai,Zhang 

Shuqing. Research on Prediction Method of Hydraulic 

Pump Remaining Useful Life Based on KPCA and 

JITL[J]. Applied Sciences,2021,11(20). 

12. Djoufack Nkengfack Laurent Chanel,Tchiotsop 

Daniel,Atangana Romain,Tchinda Beaudelaire 

Saha,Louis Door Valérie,Wolf Didier. A comparison 

study of polynomial-based PCA, KPCA, LDA, and GDA 

feature extraction methods for epileptic and eye states 

EEG signals detection using kernel machines[J]. 

Informatics in Medicine Unlocked,2021(pre-publish). 

13. Jiang Di,Qiu Qi,Su Jun,Fan Zhiqiang,Lin Yue,Chen 

Yuan,Li Xiang. Theoretical and experimental 

investigation on temperature coefficient of optical fiber 

delay at cryogenic ranges[J]. Journal of Non-Crystalline 

Solids,2021,570. 

14. The Boulder Group Arranges Sale of a Net Leased 

Starbucks property in Chicago MSA[J]. M2 

Presswire,2021. 

15. QSFP-DD MSA Group Unveils New Specifications and 

Whitepaper[J]. Wireless News,2021. 

16. Anonymous. MSA security 'not even fourth rate'[J]. 

Commercial Motor,2021,233(5938). 

17. Le Quang Minh. AODV-MSA: A Security Routing 

Protocol on Mobile Ad Hoc Network[J]. Journal of 

Communications,2021,16(4). 

18. Marçon Camila,Nagem Aragão Valéria D.,Silveira 

Mônica da,Feltrin Correa Adriana A.,Levorato Adriele 

Dandara,Carvalho Lidia Raquel de,Moris Daniela 

Vanessa,Mendes Rinaldo Poncio. EPIDEMIOLOGIA E 

EVOLUÇÃO DA CANDIDEMIA EM HOSPITAL 

PÚBLICO TERCIÁRIO BRASILEIRO DE 2011 A 

2018[J]. Brazilian Journal of Infectious 

Diseases,2021,25(S1). 

19. Lima Ana Carolina Souza de,Soares Jéssica Heloiza 

Rangel,Borguezam Camila Brito,Moraes Uiara 

Rodrigues Oliveira,Sanches Caroline Tolentino,Grion 

Cintia Magalhães Carvalho,Kerbauy Gilselena. 

IMPACTO DA IMPLANTAÇÃO DE PROTOCOLO 

DE SEPSE GERENCIADO POR ENFERMEIRO NA 

ADESÃO À TERAPIA ANTIMICROBIANA[J]. 

Brazilian Journal of Infectious Diseases,2021,25(S1). 

20. Duclos Jean François. Toutes les pierres by Didier Da 

Silva (review)[J]. The French Review,2021,93(1). 

21. Mulroy Eoin, Balint Bettina, Bhatia Kailash P.. Homer‐3 

Antibody Disease: A Potentially Treatable MSA‐C 



Global Journal of Arts Humanity and Social Sciences ISSN: 2583-2034   

 

Page | 875  
© Copyright 2022 GSAR Publishers All Rights Reserved 

 

Mimic[J]. Movement Disorders Clinical 

Practice,2022,9(2). 

22. The Boulder Group Arranges Sale of Net Leased 

National Vision Office Headquarters in the Atlanta 

MSA[J]. M2 Presswire,2022. 

23. Tribolo Chantal,Mercier Norbert,Martin Loïc,Taffin 

Ninon,Miller Christopher E.,Will Manuel,Conard 

Nicholas. Luminescence dating estimates for the coastal 

MSA sequence of Hoedjiespunt 1 (South Africa)[J]. 

Journal of Archaeological Science: Reports,2022,41. 

24. Price Robert L. A Warm Welcome to the New MSA 

Council Members[J]. Microscopy Today,2022,30(1). 

25. Priyanka Chadha, Rajat Gera, Vandana Ahuja. 

Determinants of MSA adoption intentions and usage 

behaviour of internet savvy and younger consumers: 

insights from an emerging market[J]. International 

Journal of Electronic Business,2022,17(1). 

26. Caraballo Tomás,Colucci Renato,López-de-la-Cruz 

Javier,Rapaport Alain. Corrigendum to the paper: A way 

to model stochastic perturbations in population dynamics 

models with bounded realizations. Commun Nonlinear 

Sci Numer Simulat, 77 (2019), 239–257[J]. 

Communications in Nonlinear Science and Numerical 

Simulation,2021,96. 

27. Shanshan Yu,Hongli Liu,Shirong Wang,Hongwei 

Zhu,Xiaofei Dong,Xianggao Li. Hydrazinium cation 

mixed FAPbI 3 -based perovskite with 1D/3D hybrid 

dimension structure for efficient and stable solar cells[J]. 

Chemical Engineering Journal,2021,403(pre-publish). 

28. Siemens Dimension Troponin I Reagent[J]. Biomedical 

Safety & Standards,2020,50(22). 

29. Fluids; Researchers at Technical University of Denmark 

(DTU) Target Fluids (Finite Difference Solutions for 

Nonlinear Water Waves Using an Immersed Boundary 

Method)[J]. Journal of Technology,2020. 

30. Engineering - Structural Engineering; Recent Studies 

from State University of New York (SUNY) Buffalo 

Add New Data to Structural Engineering (Knowledge-

enhanced Deep Learning for Wind-induced Nonlinear 

Structural Dynamic Analysis)[J]. Network Weekly 

News,2020. 

31. Mathematics; New Mathematics Findings from 

University of Toronto Described (Serre Weights and 

Breuil's Lattice Conjecture In Dimension Three)[J]. 

News of Science,2020. 

 

 

 

 

 


